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Human Organ Atlas
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Human Organ Atlas Project

Tafforeau, Walsh, Lee, et al. ESRF



https://human-organ-atlas.esrf.eu/

Human organ Atlas
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Human Organ Atlas Project



Human organ Atlas

4

Multiple organs
Multiple scales
Large volumes
Available online



AI for the Human Organ Atlas
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Synchrotron CT – from whole organ to nano-meter resolution

Schmidt-Christensen et al. 2023



Example – optimizing devices
Rat kidney
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Ultrasound Blood flow measured 
with US

µCT Interactive 
segmentation of 

µCT



Imaging pipeline
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Image segmentation – manual decision
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Towards Large Foundational Models

SAM – Segment Anything Model

Foundational model
Trained on 11 million images and more than 1 billion labels
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Source: https://segment-anything.com/demo
Kirillov, Alexander, et al., ICCV, 2023

https://segment-anything.com/demo


Foundational Medical Models

MedSAM – Segment Anything in Medical Images
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1,570,263 images – 10 imaging modalities
CT, MRI, endoscopy, histology, etc. 

Source: Ma, Jun, et al. Nature Communications, 2024
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Ground truth Segmentation

Facts: Trained from 1240 annotated 
CT scans – 104 anatomical structures



TotalSegmentator
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Segmentation
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Performance measures

Accuracy:

Intersection over Union:

Dice:
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Performance measures
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Performance measures
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Original Segmentation



Performance measures
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Overlap

Accuracy:
Intersection over Union:
Dice:

0.861
0.667
0.800



Performance measures
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Original SegmentaAon



Performance measures
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Overlap

Accuracy:
Intersection over Union:
Dice:

0.864
0.673
0.804



Performance measures
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Original Segmentation



Performance measures
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Overlap

Accuracy:
Intersection over Union:
Dice:

0.861
0.668
0.801



Quantitative measures
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Quantitative measures

Boundary length:

Number of components:

Local thickness/spacing (median):
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Short

Few (one)

High

Long

Many

Low



Local thickness
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Local Thickness in 3D
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Fast Local Thickness
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Source: V. Dahl & A. Dahl, 2023, CVPR Workshops



Thickness statistics
Distribution of thickness values:
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Thickness statistics
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Quantitative measures 

Boundary length ratio
No. of comp. – foreground
No. of comp. – background
Median thickness
Median spacing
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1
1
1

97.8
100.0

1
1
1

98.9
105.8

1.11
1
1

72.3
72.1

6.75
135
4

31.4
13.0



Segmentation of kidney data

30

Slice Manual annotation



Segmentation of kidney data – U-Net
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Per slice stats:
Dice: 
# comp. raAo:
Thick. raAo:
Space. raAo:

0.740
1.21
0.919
0.970



Conclusion (part one)
• Segmentation measures may not reflect segmentation quality 

(including accuracy, Dice, and IoU)
• Visualizing and inspecting results is essential
• Need for additional research

• Quantitative analysis methods
• Segmentation techniques
• Etc.
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How do we get people to work for free?

I have created a 
motivational task to make 

you work extra hard
Do we get paid for the 

extra hard work?
No!

So, you are 
scamming us? “Motivating”

Modified from Dilbert



Idea

• Create a dataset – a benchmark for deep learning
• Inspired by MNIST and CIFAR
• Volumetric images
• Easy to use
• Large scale

• Get other researchers to work on the data
• Collect results and use for other types of problems
• I got the idea, that bugs would be ideal

• Collaboration with the Natural History Museum
• Bugs are complex in shape
• People know about bugs and can relate to them
• No GDPR
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Data collection
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Lab

Our freezer at home

Development of packaging



Scale-up
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Initial data
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Dataset for classification
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Results -
classification
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• Almost 100% correct
• Small differences 

between crickets
• Not much to talk 

about – solved 
problem!
• What to do…?



Create a more difficult problem
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Small Change – Catastrophic Consequences
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Training
Single objects (µCT volumes)

Test
Mixed objects (µCT volumes)

Source: Jensen et al., in prep.



Data
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Individual – simple to annotate Mixes – complex to annotate



Deep learning benchmark data

• Topic: Object detection and 
segmentation
• Problem: Annotation is difficult 

and time-consuming
• Idea: Create a setup where 

annotation is easy
• Dataset for deep learning:

• 9154 individual bugs – reflecting 
shape variation

• 388 volumes of mixtures
• Scans with background material 

(no bug scans)
• Publish data, baseline solution, and 

Kaggle Challenge

45



Results on BugNIST challenge
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FGVC Kaggle challenge @ CVPR

47hXps://www.kaggle.com/compeAAons/bugnist2024fgvc



Data avaliable

48https://abdahl.github.io/bugnist/ https://archive.compute.dtu.dk/files/public/projects/BugNIST3D/zips



Publication
arXiv v1: 
• Title: BugNIST -- A New Large Scale Volumetric 3D Image Dataset for 

Classification and Detection
• Authors: Anders Bjorholm Dahl, Patrick Møller Jensen, Carsten Gundlach, 

Rebecca Engberg, Hans Martin Kjer, Vedrana Andersen Dahl
• Rejected at ICCV 2023

arXiv v2:
• Title: BugNIST -- a Large Volumetric Dataset for Object Detection under 

Domain Shift
• Authors: Patrick Møller Jensen, Vedrana Andersen Dahl, Carsten 

Gundlach, Rebecca Engberg, Hans Martin Kjer, Anders Bjorholm Dahl
• Rejected at CVPR 2024

arXiv v3:
• Title: BugNIST -- a Large Volumetric Dataset for Object Detection under 

Domain Shift
• Authors: Patrick Møller Jensen, Vedrana Andersen Dahl, Carsten 

Gundlach, Rebecca Engberg, Hans Martin Kjer, Anders Bjorholm Dahl
• Accepted at ECCV 2024! 

49hXps://arxiv.org/abs/2304.01838v3



Future work
• Classification and object detection – not segmentation!
• Problem: Ground truth labels

• Training data: Individual bugs that are automatically labeled
• Test data: Mixes where annotation is manual and difficult
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Conclusion (part two)
• Domain shift between individuals and mixes was surprisingly large

• Minimal difference in appearance between individuals and mixes, yet 
standard deep learning fails!

• Deep learning-based detection utilizes context
• Potential research in methods that ignore context (initial investigations)
• Potential research in generating context (strategy we tested and winners of 

Kaggle)

• Collecting data
• Time consuming, exhausting, fun, frustrating…
• Spend much time testing methods on preliminary data
• The community expects extremely large datasets

• The data curation is ongoing and will continue
• Datasets with extensive investigations can get published in high-

impact venues!
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Questions?

Contact:
abda@dtu.dk
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